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ABSTRACT 

  
The inspiration of this work is based on the limitation of the elderly’s movement. 

The lack of monitoring while the elderly is doing the exercises may cause the injury. This 

system can prevent the injury of the elderly by real time detecting and alerting. The video 

clips of the elderly exercises used in this system were created by the sport science specialists 

from Thai Health Promotion Foundation (THPF). There are 2 modes of exercise: sit mode 

and standing mode, the elderly may prompt to see the demonstration of each exercise from 

the video clip on the GUI. The Kinect extracts the joints data during the exercise, and the 

system will alert if the wrong posture is detected. Our method used the backpropagation 

neural network for training and testing models. The 16 exercises of the elderly were recorded 

and extracted to 8,300 frames in total as the training data, e.g. we generated the model for the 

exercise no. 1 by using 500 frames, our 16 models used 25 hidden nodes in the second layer 

and 2 outputs. In the real time classification, the system yields the results of 0.79, 0.77 and 

0.79 of precision, recall and F1 score, respectively. The user interface is quite simple and 

easy to use for the elderly.  
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INTRODUCTION 

  

Exercise has countless benefits for those of all ages, especially in the 

elderly. The usual exercise reduces the risk of chronic diseases, lowers the chance of 

injury, and can even improve the mental health. Many researchers found that when 

the elderly walk three or more times a week, the occurrence of dementia was 35% 

lower than those elderly who were not involved in any type of physical activity (The 

Importance of Exercise for Seniors, 2014). Unfortunately, the elderly’s muscle mass 

begins to decrease; therefore, this is the limitation of the elderly’s movement. 

Leaving the elderly do the exercise on their own may cause the injury (Visutsak & 

Daoudi, 2017; Singh et al., 2018).  
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This paper presents “Joint Positions Detection for the Elderly Exercises                                            

using Backpropagation Neural Network (BPNN)”. By the real time monitoring, the 

system can prevent the injury of the elderly by detecting the elderly’s poses while 

they are doing their exercises. The system will alert to the elderly whether they do 

the wrong poses to prevent the injury of muscle and joints. Unfortunately, 

persuading the elderly to use this kind of technology is exceedingly difficult, since 

the elderly may resist or refuse to use the assisted devices. Therefore, the challenges 

of this work are 1) the application must be user-friendly for the elderly and 2) the 

application should help the elderly enjoy. Therefore, we gathered the user 

requirements from the caregivers and the elderly, and we designed the graphics user 

interface (GUI) to suit the user needs. To ensure that the GUI is fit for the 

requirements, we test the GUI prototype to the caregivers and the elderly until the 

final GUI meet their needs. In order to help the elderly enjoy while they are using 

this application, we selected the video clips of the elderly exercises created by the 

sport science specialists from Thai Health Promotion Foundation (THPF). The 

exercises consist of 2 set: the sit mode consists of 12 exercises, the elderly can do 

these exercises by sitting on the chair and follow the instruction on the video clips; 

the standing mode consists of 4 exercises, the elderly can do these exercises using 

the chair to assist while they are moving the lower parts of their body, e.g. raising 

the right/left knee. The GUI of this work show in Figure 7-12, and our work was 

selected as the show case in the National Science and Technology Fair 2018 

Thailand (NST2018) as seen in Figure 14. The system is easy to use in the daily life, 

by attaching the Kinect camera with the laptop or PC. The system will show the 

demonstration of the exercises to the elderly; upon doing the exercises, the system 

will show the alert sign () to the screen if the elderly do the wrong pose, as well as 

the correct sign (✓) when the elderly perform the correct pose. This paper consists 

of 6 parts: introduction, a review of literature, system framework, implementation, 

results, and future works.   

  

REVIEW OF LITERATURE 

  

In this paper, the algorithm used for training and testing model for 

classifying the activities is Backpropagation Neural Network. Neural network 

models is the artificial software created based on the biological neurons and 

synapses to create a system that can be used in forecasting tasks e.g. forecasting the 

rainfall in the harvesting period of fruits and predicting stock market prices (Leung, 

& Haykin, 1991). The basic idea is to use a set of training data (with known inputs 

and outputs) to fine tune the neural network, in order to solve the set of numeric 

constants (weights and biases) that result in the best fit of the training data. 

Therefore, the trained neural network model, using the best fitting constants, can 

make predictions on new data inputs with unknown outputs (McCaffrey, 2017; 

McCaffrey, 2012). Backpropagation uses mathematics to determine the direction 

and magnitude of neural network errors on the training data, and then modifies the 

weights and biases; the calculation is repeated until some stopping condition is 

reached.  
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We investigated the method of segmentation of human body from the 

background (Roh, et al., 2007); the method used Continuous Dynamic Programming 

(CDP) to extract the 2D of human shape from a low-quality video (a sport video). 

We also investigated the depth feature which is the importance feature of Kinect 

(Xia, Chen, & Aggarwal, 2011; Shotton et al., 2011; Patsadu, Nukoolkit, & 

Watanapa, 2012; Liu, et al., 2013). The recent works of using Kinect were also 

reviewed (Del Rio Guerra, & Martin-Gutierrez, 2020; Klishkovskaia, et al., 2020; 

Ma, Liu, & Cai, 2020; Fang, et al., 2014; Sengto, & Leauhatong, 2012). Del Rio 

Guerra, & Martin-Gutierrez (2020) used Kinect sensor to measure the gestures set. 

The 20 full-body gestures were analyzed and used as the requirements specification. 

This useful information can help the UX designer for designing the universal gesture 

based HCI (Human Computer Interaction) application to help individuals with 

Down Syndrome in daily living. Klishkovskaia, et al. (2020) proposed human 

posture detection with MATLAB. This work used the displacement of vector lengths 

and angles of 25 Kinect joints to analyze 13 basic exercises. This work also proved 

that the computational complexity was less than the deep learning-based algorithms. 

The analysis of daily activities using the assessment of upper body gesture was 

presented by Ma, Liu, & Cai (2020); the functional movement of shoulder and 

elbow was trained using the recurrent neural network. By comparison to the marker-

based three-dimensional motion capture system (3DMC), this work yielded more 

accuracy in less laboratory space usage. The activity recognition in smart home 

using Backpropagation (BP) was also investigated by Fang, et al. (2014). This work 

used motion sensors embedded in each room to capture inter-class distance as the 

feature set, the activity classification was based on Activities of Daily Living 

(ADLs). The results of this work were compared with Naïve Bayes (NB) classifier 

and Hidden Markov Model (HMM). The fall detection technique using Back-

propagation algorithm was reviewed (Sengto, & Leauhatong, 2012). This work used 

tri-axial accelerometer embedded in wearable wrist device to classify the ADLs and 

four falls (front fall, back fall, left fall, and right fall). The construction of BP of this 

work comprised of the following parameters: 300 input neurons, 90 hidden neurons 

(1 hidden layer), and 8 output neurons. The sophisticated works of deep learning-

based sensor-based activity recognition were also shown in Su, Tong, & Ji (2014), 

Wang, et al. (2019), and Ordóñez, & Roggen (2016). Su, Tong, & Ji (2014) and 

Wang, et al. (2019) compared many algorithms in activity recognition such as 

Gaussian Mixture Models, Artificial Neural Networks (ANN), Rule-Based 

classifier, Support Vector Machine (SVM), and fuzzy inference system. Ordóñez, & 

Roggen (2016) used the Long-short-term memory recurrent (LSTM) together with 

Convolutional neural networks (CNN) to recognize the multimodal signal captured 

from wearable device and iBeacon embedded in the house. 

The Kinect is the depth camera using the infrared to extract the human joints 

into the low-level feature. The Kinect camera can be captured 3D video with the 

frame rate 200 F/S, and the highest resolution is 1,280x960 pixels (Microsoft 

Developer Network, Tracking Users with Kinect Skeletal Tracking, 2014). Figure 1 

shows the Kinect camera and human joints data captured from Kinect.  
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Figure 1  Kinect camera and human joints extracted from Kinect 

 

The distance in x, y, z is the major feature captured from Kinect, Figure 2 

shows the sensor direction. The distance in z direction is the depth distance between 

the human body to the Kinect (the distance in z direction is always positive and the 

magnitude of z would be increase if the object is far away from the camera). The 

appropriate distance between the object to the Kinect is 1.8-3.0 m.   

 

  

 

 

 

 

 

 

 

 

 

Figure 2 The Kinect direction in x, y, z 

  

SYSTEM FRAMEWORK 

  

The block diagram of our method shows in Figure 3. The method consists of 

4 steps: 1) Video data captured from Kinect; 2) The depth data will be extracted in 

the feature extraction and converted to CSV (we called these chunk of data as “floor 

plan”); 3) The floor plan will be trained in BPNN as the motion classification; and in 

the last step (the real time exercise); the BPNN will be used to detect the elderly 

exercises. The system will alert if the elderly’s position is in the wrong pose to 

prevent the injury of muscle and joints. The class diagram of the left arm lift and the 

right arm lift in the exercise series is also shown in the appendix.  
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Figure 3 The system framework 

  

In the data preparation, we trained the following of the elderly exercises 

using Kinect. The 16 exercises can be divided into 2 major exercise modes: the sit 

mode (exercise no. 1-12) and the standing mode (exercise no. 13-16) (Figure 4). 

 

Exercises (Sit mode) 

1. Raise left 

hand 

 
2. Raise right 

hand 

 
3. Raise both 

hands 

 
4. Raise left 

hand to the 

front 
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5. Raise right 

hand to the 

front 

 
6. Raise both 

hands to the 

front 

 
7. Raise left 

leg to the front 

 
8. Raise right 

leg to the front 

 
9. Raise left 

leg to the back 

 
10. Raise right 

leg to the back 

 
11. Left kick 

 
12. Right kick 
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Exercises (Standing mode) 

13. Swing 

left leg 

 
14. Swing 

right leg 

 
15. 

Stretching 

left leg  

 
16. 

Stretching 

right leg 

 
Figure 4 The 16 exercises and Kinect extraction 

Table 1. shows the number of frames used in the data preparation. The total 

frames of the 16 exercises = 8,300 frames.  

 
Table 1 The training data according to the exercises 

Exercise No. The training set (frames) 

1 500 

2 500 

3 500 

4 500 

5 500 

6 500 

7 500 

8 500 

9 800 

10 800 

11 500 

12 500 

13 500 

14 500 

15 350 

16 350 
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IMPLEMENTATION 
 

The GUI design is shown in Figure 5. As we mentioned earlier, the system 

must be easy to use by the caregiver and the elderly, the GUI was designed using the 

low-fidelity concept to turn our ideas into testable artifacts and used to collect and 

analyze feedback until we meet all requirements from the caregiver and the elderly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 The GUI design 

 

We used the backpropagation algorithm in C# for training neural networks; 

the original source code was developed by Breast Cancer Neural Network (2014). 

Based on the training frames, the model will be generated by determining the 

direction and magnitude of neural network errors, and then modifies the weights and 

biases. Like the other optimization techniques, the stopping rules is set and the 

calculation will be repeated until it reaches the condition (Visutsak, 2021). Figure 6 

shows a generic model of BPNN; x1→xn are nodes in an input layer (initial data for 

the neural network), this model has 1 hidden layer: node 1→m (intermediate layer 

between input and output layers and place where all the computation is done), and 

an output layer: y1→yl (produce the result for given inputs). Our model used 25 

hidden nodes in the second layer, and 2 outputs (one model per one exercise). 

Exercise name 

 

Alert message (✓) (X) 

Skeletal structure 
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Figure 6 A generic model of backpropagation neural networks 

 

The system can be divided to 5 parts: 

1) Feature Selection: The floor plan calculation and the converting of the 

exercise data to CSV file. In this step, we created the data.csv file for storing the 

signals captured from Kinect. The depth data from Kinect will be read according to 

the joints. The set of joints = {hip left, hip right, knee left, knee right, neck, shoulder 

left, shoulder right, spine base, spine mid, spine shoulder, thumb left, thumb right, 

wrist left, wrist right, foot left, foot right}. 

2) The NN settings: In this step, we created the input columns to fit the data 

in the csv file. We set the input nodes = the length of the input columns. We also set 

the number of hidden layers = 1 with the hidden nodes = 25, and the number of 

outputs = 2, respectively. 

3) The data normalization: We computed the mean of the collected data. All 

data in each row will be subtracted by the mean value and the result will be squared. 

This normalization is used to eliminate those data that are extremely high or low.  

4) The NN weight computing in CSV file (for the online mode): The model 

will be constructed as the results of this step. 

5) Testing: The unknown exercise was performed, and the output of the 

classification was shown. 
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RESULTS 

 
We show the screen captured of the system in the following figures: 

 
Figure 7 The start screen 

 
Figure 8 The 2 modes of exercise: sit mode and standing mode 

 

 
Figure 9 The user may prompt to see the demonstration of each exercise from the 

video clip shown on the left-hand side of the screen 
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Figure 10 The user does the exercise in front of the Kinect camera 

 

 
Figure 11 The user repeats the exercise and the system will show the results at the 

bottom of the screen (✓ indicates the correct pose, while  indicates the wrong 

pose) 
 

 
Figure 12 The system will alert if the wrong posture was detected 
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We used the following equations for the system evaluation: 

                           Sensitivity = TP / (TP+FN)                                                          (1) 

               Specificity = TN / (TN+FP)                                                     (2) 

                            Accuracy = TP+TN / (TN+TP+FN+FP)                                        (3) 

Where TP is True Positive.  

FP is False Positive. 

TN is True Negative.  

FN is False Negative. 

Sensitivity is the ability to detect the correct posture. 

Specificity is the ability to detect the wrong posture. 

Accuracy is the overall of detection.  

 

Table 2 shows an example of how to evaluate the system, the system was 

tested by letting the elderly do their exercises 10 repetitions per exercise, e.g. the 

elderly do 10 repetitions of exercise no. 3; exercise no.3 is in a sit mode; the elderly 

do the exercise by raising their arms over their head while they are sitting on the 

chair (see Figure 4). The result shows that the user does the right poses of exercise 

no.3 = 9 reps and the system also detects that they are the right poses. Whereas, the 

user does the wrong pose = 1 but the system detects that it is a right pose. Therefore, 

the accuracy of this test = 90%. 

The test results of exercise No.1 is shown in table 2 with the accuracy = 

100%. 

 

Table 2 The Test Results of Exercise No. 3 
 

Number of doing the exercise = 10 

User: 

Number of doing the 

wrong pose 

Number of doing the 

correct pose 

Program: Number of detecting the 

wrong pose 

  

Number of detecting the 

correct pose 

1 9 

 

Table 3 shows classifying results based on the proposed model, the 

evaluation results (precision, recall and F1 score) are also shown. The proposed 

model can classify all 16 exercises. It gives 0.79 and 0.77 of average precision and 

recall, respectively and it gives 0.79 of average F1 score. It can be concluded that 

our BPNN model can classify class of basic activities with high accuracy.  
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Table 3 Classification Results Based on Precision, Recall, and F1 Score 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSIONS 
 

The accurate result and the model loss from the proposed model are 

illustrated in Figure 13. The model can maintain the accuracy  0.7 when reaches 

1,250 epochs, whereas the model loss  1.0. The system was exhibited as the show 

case in the National Science and Technology Fair 2018 Thailand (NST2018) during 

16-26 August 2018 (Figure 14). We also collected the questionnaires from the users 

to use these feedbacks for the future development. 
 

 
 

Figure 13 Detection results based on accuracy and model loss 
 

 
 
 
 

Exercise No. Precision Recall F1 Score 

1 0.90 0.85 0.87 

2  0.81 0.83 0.82 

3 0.90 0.90 0.90 

4 0.80 0.80 0.84 

5 0.82 0.83 0.86 

6 0.80 0.78 0.81 

7 0.88 0.82 0.86 

8 0.82 0.80 0.82 

9 0.80 0.80 0.82 

10 0.80 0.78 0.82 

11 0.81 0.79 0.80 

12 0.72 0.74 0.78 

13 0.72 0.74 0.70 

14 0.70 0.68 0.70 

15 0.68 0.62 0.68 

16 0.70 0.63 0.64 

Average 0.79 0.77 0.79 
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Figure 14  The demonstration of the system at NST2018 
 
 
DISCUSSION and FUTURE WORKS 
 

The major problem of our experiment is the training set in exercise no. 15 

and 16. Referred to Table 1, although the total of trained data = 8,300 frames but the 

unsuitable data in exercise no. 15 and 16 can affected the overall accuracy since we 

can separated the video clip of exercise no. 15 and 16 into 350 frames/exercise (the 

length of exercise no. 15 and 16 is only 1 minute, compare to the other exercises 

which the length = 2 minutes in average). Since the input of BPNN is a vector not  

exactly a series of image frames and the insufficient data is also the major problem 

of doing the experiment. To solve these problems, the data augmentation can be 

used to replicate the data that would be enough for training the neural network 

(Preechasuk, et al., 2019), unfortunately this solution is suit for the object 

recognition and classification of still image not the data in video format. 

We have planned to develop the classification method by using 

Convolutional Neural Networks (CNNs) - Deep Learning. CNNs are another version 

of multilayer perceptrons but they take advantage over multilayer perceptrons since 

CNNs have hierarchical pattern in data and assemble more complex patterns using 

smaller and simpler patterns. Therefore, on the scale of connectedness and 

complexity, CNNs are on the lower extreme (Preechasuk, et al., 2019). We also have 

planned to develop the modified classification method (CNNs) with the Tai Chi 

exercises by using 2 Kinect cameras as the 2nd phase of our project (Motion 

Detection and Evaluation of Safe Tai Chi Exercises for the Elderly using multiple 

Kinect cameras). 
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